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Abstract. The expected hitting time from vertex a to vertex b, H(a,b), is the expected value of
the time it takes a random walk starting at a to reach b. In this paper, we give estimates for
H(a,b) when the distance between a and b is comparable to the diameter of the graph, and the
graph satisfies a Harnack condition. We show that, in such cases, H(a,b) can be estimated in
terms of the volumes of balls around b. Using our results, we estimate H(a,b) on various graphs,
such as rectangular tori, some convex traces in Zd , and fractal graphs. Our proofs use heat
kernel estimates.

1. Introduction

Given a Markov chain on a graph (for us here, a finite graph), there are many reasons to be
interested in the random variables τb, the time it takes for the Markov chain to make its first
visit at the vertex b. An excellent introduction is in [LP17]. See also [AF02]. In the case of
simple random walk on the d-torus (Z/NZ)d , when d is fixed and N is a varying parameter,
and for vertices a,b at distance of order N of each other,

H(a,b) = Ea[τb] ≍


N2 if d = 1,

N2 logN if d = 2,
N d if d > 2.

The goal of this work is try to explain these behaviors in geometric terms so that they can be
extended beyond very specific examples such as the (Z/NZ)d . For this, we use heat kernel
techniques. Comparing to [LP17, Proposition 10.21] which gives the behavior of Ea[τb] on
(Z/NZ)d in terms of the distance between a and b even when a,b are relatively close to each
other, our results are (mostly) limited to the case when the distance between vertices a and
b is of order the diameter of the graph. However, we also provide a simple condition that
imply that Ea[τb] ≍ Ea[τc] for any vertices b,c , a, as it happens for instance on (Z/NZ)d

when d ≥ 3. From the point of view of heat kernel estimates, treating the small distance case
in the most sensitive cases would require gradient (i.e., difference) estimates which are much
more difficult to obtain than the heat kernel estimates themselves.

Our focus is to understand how the torus result cited above generalizes to a variety of other
examples of a similar type, from rectangular tori

∏N
1 (Z/aiZ), a1 ≤ · · · ≤ aN , to Cayley graphs

of finite nilpotent groups such as the group of 3 by 3 upper-triangular matrices with entries
mod N and entries equal to 1 on the diagonal, to lattice traces on simple convex subsets of
R

2 or R
3, and classes of finite fractal graph such as the N -iteration in the construction of

the Sierpinski gasket. See the examples in Section 6. The common thread amongst all these
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examples is that they are all Harnack graphs which means that they are all amenable to sharp
two-sided heat kernel bounds. Here, the heat kernel refers to the discrete time iterated kernel of
the natural random walk on the graph in question, and heat kernel bounds refers to estimates
based on basic geometric quantities such graph distance, d, and volume of balls with respect to
the underlying reversible probability measure π, V (x,r) = π({y : d(x,y) ≤ r)). The definition of
Harnack graph involves an important parameter, θ ≥ 2, and can be given in several equivalent
forms. Here, we use a characterization based on four conditions, (E), (VD), (PI(θ)), and (CS(θ)),
for some θ ≥ 2. Our main result can be stated as follows.

Theorem 1.1. Suppose that the Markov kernel (Γ ,K,π) (on a finite graph Γ = (V ,E)) satisfies
(E), (VD), (PI(θ)), and (CS(θ)), for some θ ≥ 2. Let x,y ∈ V such that d(x,y) ≥ c0D for some c0 > 0.
Then, there exists constants C1,C2 > 0 such that∑

0≤n≤2Dθ

C1

V (y,n1/θ)
≤H(x,y) ≤

∑
0≤n≤2Dθ

C2

V (y,n1/θ)
.

2. Background

2.1. Random walks preliminaries. Let Γ = (V ,E) be a finite graph where V is the vertex set
and E ⊂ V ×V is the symmetric edge set. We write x ∼ y to signify that (x,y) ∈ E. We assume
the graph is connected in the sense that one can join any two vertices by a path crossing
edges. Our random process of interest is an aperiodic, irreducible, and reversible Markov
chain K : V ×V → R with reversible probability measure π : V → [0,1] (we use the same
notation for the probability measure and its probability mass function). To relate K to the
graph structure, we specify that K(x,y) > 0 if x ∼ y and K(x,y) = 0 for all x , y such that
x / y. The iterated kernel is defined inductively by Kn(x,y) =

∑
zK(x,z)Kn−1(z,y). Reversibility

means that π(x)K(x,y) = π(y)K(y,x) and this implies that π is an invariant measure for K ,∑
xπ(x)K(x,y) = π(y). We say that K is lazy if K(x,x) ≥ 1/2 for all x ∈ V . When K is lazy, it

is obviously aperiodic. Let d(x,y) to be the graph distance on Γ , i.e. the minimal number of
edges one must cross going from x to y. The diameter of the graph,

D = max
x,y∈V

d(x,y),

is one of the key geometric parameter we will use. Note that, for all x , y and 0 ≤ n < d(x,y),
we have Kn(x,y) = 0.

For the remainder of this article, we will refer to these objects as the Markov kernel (Γ ,K,π).
The normalized kernel is

kn(x,y) =
Kn(x,y)
π(y)

, for n ≥ 0.

Each Markov kernel (Γ ,K,π) defines a random walk {Xn}n≥0 driven by K , where X0 has an
initial distribution ν on V and for all n ≥ 1 and y ∈ V ,

Pν(Xn+1 = y) =
∑
x∈V

ν(x)Kn(x,y).

For any x ∈ V , it is convenient to define the operators

Px( · ) = Px( · |X0 = x) and Ex[ · ] = Ex[ · |X0 = x].

The hitting time of a ∈ V is τa = min{n ≥ 0 : Xn = a}. For a,b ∈ V , the expected hitting time of b
starting at a is

H(a,b) = Ea[τb]. (2.1)
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In general, this is not a symmetric function of a,b. The exit time of a set B ⊆ V is

TB = inf{t : Xn < B}. (2.2)

For x ∈ V and r ≥ 0, we define the (closed) balls of radius r centered at x as

B(x,r) = {y ∈ V : d(x,y) ≤ r},
and its volume as V (x,r) = π(B(x,r)) =

∑
y∈B(x,r)π(y).

2.2. Discrete Laplacian, Green’s function, and expected hitting time.

Definition 2.1. Define the identity operator, I : V × V , I(x,y) = 1{x}(y). The random walk
Laplacian is ∆ = I−K , and the (normalized) discrete Green’s function is the function G : V ×V →R,
where

G(x,y) =
∞∑
n=0

(kn(x,y)− 1). (2.3)

For convenience, we will refer to ∆ as the Laplacian and G as the Green function.

At this point, it will useful to establish some basic facts about these operators. Set

G(x,y) = π(y)G(x,y) =
∞∑
n=0

(Kn(x,y)−π(y)). (2.4)

First, note that
∑

yG(x,y) =
∑

y G(x,y)π(y) = 0. Second, G is symmetric by reversibility, but the
same does not apply to G. Third, when viewed as operators (or matrices) acting on functions
satisfying π(f ) = 0, the Laplacian, ∆, and the Green function, G, are inverse of each other.
More specifically, for functions f such that π(f ) = 0, [G∆]f = f as seen from the following
lemma.

Lemma 2.2.
[G∆](x,y) = I(x,y)−π(y)

Proof. Compute

[GK](x,y) =
∑
z∈V

∞∑
n=0

(Kn(x,z)−π(z))K(z,y) =
∞∑
n=0

(Kn+1(x,y)−π(y)) = G(x,y)− (I(x,y)−π(y)).

Then by the definition of the discrete Laplacian,

[G∆](x,y) = G(x,y)− [GK](x,y) = G(x,y)−G(x,y) + I(x,y)−π(y) = I(x,y)−π(y). □

Lemma 2.3. Let H : V ×V →R be any kernel such that H(x,x) = 0 for all x ∈ V . Then, we have

[G∆H](x,x) = −
∑
y∈V

π(y)H(y,x).

Proof. Using Lemma 2.2, for all x,y ∈ V , we have

H(x,y) =
∑
z∈V

([G∆](x,z) +π(z))H(z,y) = [G∆H](x,y) +
∑
z∈V

π(z)H(z,y).

By the assumption that H(x,x) = 0, we have

[G∆H](x,x) = −
∑
z∈V

π(z)H(z,x). □
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Proposition 2.4 ([AF02, Chapter 2, Lemma 12]). Let H(·, ·) be the expected hitting time function
defined in (2.1). Consider the random walk {Xn}n≥0 driven by (Γ ,K,π).Then for all x,y ∈ V ,

H(x,y) = G(y,y)−G(x,y).

Proof. First, we want to compute KH(a,b) for all a,b ∈ V . On the diagonal, we have

[KH](a,a) =
∑
z∈V

K(a,z)H(z,a) = Ea[τ+
a ] =

1
π(a)

,

where τ+
a = min{t ≥ 1 : Xt = a}. The last equality follows from K being irreducible, see [Dur10,

Theorem 5.5.11]. When a , b, we have X0 = a and X1 is distributed according to 1aK , and
thus, the following relation holds:

H(a,b) = E[τb|X0 = a,X1 = b] +
∑
z:z,b

E[τb|X0 = a,X1 = z]

= K(a,b) +
∑
z:z,b

K(a,z)(1 +E[τb|X0 = z])

=
∑
z∈V

K(a,z) +
∑
z:z,b

K(a,z)H(z,b)

= 1 + [KH](a,b).

Then for all x,y ∈ V ,

[∆H](x,y) =

1− 1
π(x) if x = y

1 if x , y.
(2.5)

Applying G to both sides and using
∑

yG(x,y) = 0, we have

[G∆H](x,x) =
∑
y∈V

G(x,y)[∆H](y,x) = − 1
π(x)

G(x,x).

Note that the hitting time (2.1) from a point to itself is identically zero. Combining this with
Lemma 2.3, we have

G(x,x) =
G(x,x)
π(x)

=
∑
y∈V

π(y)H(y,x).

Then for all x,y, we can apply G once again to (2.5) to get

[G∆H](x,y) =
∑
z∈V

G(x,z)[∆H](z,y) = −
G(x,y)
π(y)

.

Combining this with Lemma 2.2, we get

H(x,y) = [G∆H](x,y) +
∑
z∈V

π(z)H(z,y) =
G(y,y)
π(x)

−
G(x,y)
π(y)

= G(y,y)−G(x,y). □

We note that these properties are all essentially well known although they are often
presented in slightly different ways.
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2.3. Remarks on periodicity and laziness. Although we have assumed aperiodicity in addi-
tion to irreducibility, the aperiodicity assumption is not essential for our purpose. Indeed,
the definition of the Green function, G(x,y) =

∑∞
n=0(kn(x,y)− 1) makes sense for irreducible

periodic chain as well as long as on understand it in the form

G(x,y) =
∞∑
n=0

(k2n(x,y) + k2n+1(x,y)− 2).

To see that this series converges, we use the spectral decomposition of the reversible irre-
ducible kernel K with eigenvalues βi ∈ [−1,1], 0 ≤ i ≤ |V |−1, arranged in non-increasing order,
and associated normalized real eigenfunctions ϕi . Because K is irreducible, β0 = 1 and β2 < 1.
The chain is periodic if and only if β|V |−1 = −1. This gives

k2n(x,y) + k2n+1(x,y)− 2 =
|V |−1∑
i=1

(1 + βi)β
2n
i ϕi(x)ϕi(y).

This term decays exponentially fast because all eigenvalues equal to −1 drop from this sum
thanks to the factor (1 + βi).

Define

I±(x,y) =
{

+1 if x and y are in the same class,
−1 if x and y are not in the same class.

The statement of Lemma 2.2 need to be adjusted to

GK(x,y) = I(x,y)− lim
n→∞

K2n+2(x,y)

= I(x,y)−


π(y) if K is aperiodic,
2π(y) if K is periodic and x,y are in the same class,
0 if K is periodic and x,y are not in the same class.

(2.6)

This gives the correct result whether or not K is aperiodic. In the periodic case, letting
C(x) denote the class of x, the identity in Lemma (2.3) for an arbitrary kernel H satisfying
H(x,x) = 0 becomes

[G∆H](x,x) = −2
∑

z∈C(x)

π(z)H(z,x). (2.7)

We need to observe that for y <C(x), H(y,x) = 1+
∑

z∈C(x)K(y,z)H(z,x). Summing over y <C(x)
and remembering that π(C(x)) = 1/2, we obtain∑

y<C(x)

π(y)H(y,x) =
1
2

+
∑

z∈C(x)

π(z)H(z,x).

From there, one checks that the identity of Proposition 2.4 concerning the expected hitting
time H and stating that

H(x,y) =
{
G(y,y)−G(x,y) if x,y are in the same class,
1 +G(y,y)−G(x,y) if x,y are not in the same class, (2.8)

continues to hold with essentially the same proof, adjusting for (2.6)-(2.7).
When computing or estimating the expected hitting times H(a,b) for an aperiodic reversible

chain K , there is no loss of generality in assuming that the chain is lazy. Indeed, fix ϵ ∈ (0,1)
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and define Kϵ = ϵI + (1− ϵ)K . Using the spectral decomposition again,

Gϵ(x,y) =
+∞∑
n=0

|V |−1∑
i=1

βi(ϵ)nϕi(x)ϕi(y) =
|V |−1∑
i=1

1
1− βi(ϵ)

ϕi(x)ϕi(y).

But βi(ϵ) = ϵ+ (1− ϵ)βi so that 1− βi(ϵ) = (1− ϵ)(1− βi) and

Gϵ(x,y) = (1− ϵ)−1G(x,y).

It follows that Hϵ(x,y) = (1− ϵ)−1H(x,y) (the ϵ-lazy chain behaves as if slowdown by a factor
of (1− ϵ)−1. The periodic case is a bit more subtle.

Recall that for a reversible irreducible periodic chain, their is two periodic class A,Ac with
π(A) = π(Ac) = 1/2, and −1 is an eigenvalue of multiplicity 1 with eigenfunction 1A − 1Ac . Of
course K2n+1(a,b) = 0 if a,b are in the same class and K2n(a,b) = 0 if a,b are not in the same
class. In this case, we find that

Gϵ(x,y) = (1− ϵ)−1
(
G(x,y) +

1
2

(1A(x)− 1Ac(x))(1A(y)− 1Ac(y)
)

= (1− ϵ)−1
(
G(x,y) +

I±(x,y)
2

)
For the expected hitting time Hϵ(a,b) with (2.8), this gives

Hϵ(a,b) = (1− ϵ)−1H(a,b).

Alternatively, this last result can be seen directly has follows. Consider the product probability
space of V∞ equipped the probability Pa induced by the Markov kernel K (we can fix the
starting point a) and {0,1}∞ with the product of Bernoulli measures with parameter 1− ϵ. For
ω = (θ,σ ) ∈ V∞ × {0,1}∞, set Xk(ω) = θk for all k ≥ 0. Nk(σ ) = argminj{

∑j
i=0σi = k} = n.

Under Pa, the random variable Xk is distributed according to Kk(a, ·) and (Xk)∞0 is a realiza-
tion of the K-Markov chain. Similarly, Yn is distributed according to Kn

ϵ (a, ·) and (Yn)∞0 is a
realization of the Kϵ-Markov chain. Consider τb(ω) = inf{k : θk = b} and τ∗b(ω) = infk{Nk(σ ) :
θNk(σ ) = b}. By construction, on {τb = k}, τ∗b = Nk and (using the known first moment of a
negative-binomial)

Hϵ(a,b) = Ea(τ∗b) =
∑
k≥0

∑
n≥k

nP(Nk = n)Pa(τb = k) = (1− ϵ)−1
∑
k

kPa(τb = k) = (1− ϵ)−1H(a,b).

This shows that, as far as H(a,b) is concerned, we may just as well study the lazy version of
the chain of interest.

2.4. Heat kernel estimates. In this section, we recall criteria for (Γ ,K,π) that imply the
existence of good estimates for kn(x,y), in the sense of Theorem 2.9. We refer the reader to
[Bar17] for detailed exposition on the topic. The majority of our results assume that (Γ ,K,π)
satisfies the conditions (E), (PI(θ)), (VD), and (CS(θ)) for some θ ≥ 2. These (well-known)
conditions are described below. The (sometimes unspecified) constants in our results will
depend on θ and the constants appearing in all these conditions, but they are independent of
other all other parameters such as the size of V and its diameter.

Definition 2.5. The Markov kernel (Γ ,K,π) satisfies ellipticity (E) if there exists a constant p0
such that for all x ∼ y,

K(x,y) ≥ p0. (E)



EXPECTED HITTING TIME ESTIMATES ON FINITE GRAPHS 7

Definition 2.6. The Markov kernel (Γ ,K,π) satisfies volume doubling (VD) if there exists a
constant CD > 0 such that for all x ∈ V and r > 0,

V (x,2r) ≤ CDV (x,r). (VD)

Definition 2.7. The Markov kernel (Γ ,K,π) satisfies the Poincaré inequality (PI(θ)) if there is a
constant CP > 0 such that, for all x ∈ V and all r > 0, the following statement is true:

∀f ,
∑
z∈B
|f (z)− fB|2π(z) ≤ CP r

θ
∑

ξ,ζ∈B,{ξ,ζ}∈E
|f (ξ)− f (ζ)|2K(ξ,ζ)π(ξ), (PI)

where B = B(x,r) and fB = π(B)−1 ∑
B f π.

Definition 2.8. Fix θ ∈ [2,∞). The Markov kernel (Γ ,K,π) satisfies the cut-off function existence
property (CS(θ)) if there are constants C1,C2,C3 and ϵ > 0 such that, for any x ∈ V and r > 0,
there exists a cut-off function σ = σx,r satisfying the following properties:

(a) σ ≥ 1 on B(x,r/2)
(b) σ ≡ 0 on V \B(x,r)
(c) For all y,z ∈ V , |σ (z)− σ (y)| ≤ C1(d(z,y)/r)ϵ

(d) For any s ∈ (0, r] and any function f on B(x,2r),∑
z∈B(x,s)

|f (z)|2
∑

y:{z,y}∈E
|σ (z)− σ (y)|2K(z,y)π(z)

≤ C2(s/r)2ϵ


∑

z,y∈B(x,2s)
{z,y}∈E

|f (z)− f (y)|2K(z,y)π(z) + s−θ
∑

z∈B(x,2s)

|f (z)|2π(z)

 .
Note that when θ = 2, (CS(2)) is always automatically satisfied. For other values of θ, it is

typically extremely difficult to verify this condition based on a description of the graph.

Theorem 2.9. [BB04] Suppose that the Markov kernel (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and
(CS(θ)), for some θ ≥ 2. Then there exists constants c1, c2,C1,C2 > 0 such that for all x,y ∈ V

kn(x,y) ≤ C1

V
(
x,n1/θ

) exp

−C2

(
d(x,y)θ

n

)1/(θ−1)
 ,

and, for all d(x,y) ≤ n,

c1

V
(
x,n1/θ

) exp

−c2

(
d(x,y)θ

n

)1/(θ−1)
 ≤ kn(x,y) + kn+1(x,y).

The following lemma gives the exponential decay of |kn − 1| when n is of order greater than
Dθ. The proof uses a standard interpolation argument, previously used in the proofs of [DS96,
Lemma 1.1] and [DHESC20, Theorem 6.4].

Lemma 2.10. Suppose that the Markov kernel (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for
some θ ≥ 2 and is lazy. Then, there exists C2 and, for any c0 > 0, there exists C1 such that, for all
n ≥ c0D

θ and x,y ∈ V ,
|kn(x,y)− 1| ≤ C1 exp(−C2n/D

θ),
(C1 depends on c0, but not C2).
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Proof. This proof relies on the language of operator norms. For a more thorough explanation
about the analysis of reversible finite Markov chains, we refer the reader to [SC97]. Recall that
the space ℓp(π) is the set of functions from V toR under the norm ||f ||p = (

∑
x∈V |f (x)|pπ(x))1/p

if p ≥ 1 and ||f ||∞ = supx∈V |f (x)|. Given p,q ∈ [1,∞] and K : ℓp(π)→ ℓq(π), define

||K ||p→q = sup
f ∈ℓp(π)

{ ||Kf ||q
||f ||p

}
.

Given this notation, we set n1,n2 such that n = n1 + 2n2 and have

|kn(x,y)− 1| ≤ ||Kn −π||1→∞
≤ ||Kn2 −π||1→2||Kn1 −π||2→2||Kn2 −π||2→∞.

By reversibility of K , we know that

||Kn2 −π||1→2 = ||Kn2 −π||2→∞ =
√

sup
x,y∈V

k2n2(x,y) ≤
√

sup
x∈V

k2n2(x,x). (2.9)

By Theorem 2.9, there exists C1,C2 > 0 such that

k2n2(x,y) ≤ C1

V
(
x, (2n2)1/θ

) exp

−C2

(
d(x,y)θ

2n2

)1/(θ−1)
 .

By choosing n2 to be the largest integer less than c0D
θ, the exponential term is bounded by a

constant depending on c0. The volume doubling property (VD) implies

1

V
(
x, (2n2)1/θ

) ≤ V (x,D)

V
(
x, (2n2)1/θ

) ≤ C3

 D

n1/θ
2

C4

,

for some C3,C4 > 0. Thus, we have

||Kn2 −π||1→2||Kn2 −π||2→∞ ≤ C5

 D

n1/θ
2

C4

. (2.10)

By (E) and (PI(θ)) and the assumed laziness of K , there exist C6,C7 > 0 such that

||Kn1 −π||2→2 = (1−C6/D
θ)n1 ≤ exp(−C7n1/D

θ),

Combined with (2.10), there exists a constant C8 > 0, such that

|kn(x,y)− 1| ≤ C5

 D

n1/θ
2

C4

exp(−C7n1/D
θ) ≤ exp(−C8n/D

θ).

□

3. Green’s function estimates

Proposition 3.1. Suppose that the Markov kernel (Γ ,K,π) is lazy and satisfies (E), (VD), (PI(θ)),
and (CS(θ)), for some θ ≥ 2. Then there exists a constant C > 0 such that for all x,y ∈ V ,

|G(x,y)| ≤
∑

d(x,y)θ≤n≤2Dθ

C

V (x,n1/θ)
. (3.1)
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Proof. We use kn(x,y) + 1 to upper bound the summand of (2.3) for 0 ≤ n ≤ 2Dθ and break up
the sum of as follows:

|G(x,y)| ≤ 2Dθ +
∑

0≤n<d(x,y)θ
kn(x,y) +

∑
d(x,y)θ≤n≤2Dθ

kn(x,y) +
∑
n>Dθ

|kn(x,y)− 1|. (3.2)

Now we will show that each of the four summands above can be bounded above by a constant
multiple of the sum in (3.1). First note that for all Dθ ≤ n ≤ 2Dθ, we have V (x,n1/θ) = 1. Thus,
we have for the first summand

Dθ ≤
∑

d(x,y)θ≤n≤2Dθ

1
V (x,n1/θ)

. (3.3)

By Theorem 2.9, we know that there exists C1,C2 > 0 such that kn(x,y) ≤ u(n)v(n) for all
n ≥ d(x,y), where

u(t) =
C1

V
(
x, t1/θ

) and v(t) = exp

−C2

(
d(x,y)θ

t

)1/(θ−1)
 .

For the second summand of (3.2), we use Lemma A.1 and the fact that kn(x,y) = 0 for n < d(x,y)
to get ∑

0≤n<d(x,y)θ
kn(x,y) ≤

∑
d(x,y)≤n<d(x,y)θ

u(n)v(n) ≤
C3d(x,y)θ

V (x,d(x,y))
.

By (VD), there exists a constant CD such that

d(x,y)θ

V (x,d(x,y))
≤

CDd(x,y)θ

V (x,2d(x,y))
≤

∑
d(x,y)θ≤n≤2d(x,y)θ

CD

V (x,n1/θ)
,

as desired. For the third summand of (3.2), we simply use that v(t) ≤ 1 to get∑
d(x,y)θ≤n≤2Dθ

kn(x,y) ≤ C1

∑
d(x,y)θ≤n≤2Dθ

1
V (x,n1/θ)

.

In the range of the fourth summand of (3.2), we know that V (x,n1/θ) = 1. By Lemma 2.10
there exists constants C5,C6,C7 > 0 such that∑

n>2Dθ

|kn(x,y)− 1| ≤ C5

∑
n>2Dθ

exp(−C6n/D
θ) ≤ C5D

θ
∫ ∞

1
exp(−C6u) du ≤ C7D

θ . (3.4)

□

Corollary 3.2. Suppose that the Markov kernel (Γ ,K,π) is lazy and satisfies (E), (VD), (PI(θ)), and
(CS(θ)), for some θ ≥ 2. Let x,y ∈ V such that d(x,y) ≥ c0D for some c0 > 0. Then there exists
C1 > 0 (depending on c0 but not x,y) such that

|G(x,y)| ≤ C1D
θ .
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Proof. We simply apply Proposition 3.1 to get

|G(x,y)| ≤
∑

d(x,y)θ≤n≤2Dθ

C1

V (x,n1/θ)
≤

∑
cθ0D

θ≤n≤2Dθ

C1

V (x,n1/θ)
≤ (2− cθ0 )Dθ 1

V (x,c0D)
.

By Lemma A.2, we know that V (x,c0D) is bounded below by a constant, which gives the
desired result. □

Proposition 3.3. Suppose that the Markov kernel (Γ ,K,π) is lazy and satisfies (E), (VD), (PI(θ)),
and (CS(θ)), for some θ ≥ 2. Then there exists C1,C2 > 0 such that for all x ∈ V

G(x,x) ≥
∑

0≤n≤2Dθ

C1

V (x,n1/θ)
−C2D

θ .

Proof. In the sum of (2.3), we use the lower bound of −|kn(x,x)− 1| for n > 8Dθ, and break up
the sum as follows:

G(x,x) ≥ −4Dθ +
∑

0≤n≤4Dθ

kn(x,x)−
∑

n>4Dθ

|kn(x,x)− 1|. (3.5)

For the second summand of (3.5), we use Theorem 2.9 with d(x,x) = 0 to get∑
0≤n≤4Dθ

kn(x,x) ≥ 1
2

∑
0≤n≤2Dθ

(kn(x,x) + kn+1(x,x)) ≥ 1
2

∑
0≤n≤2Dθ

C1

V (x,n1/θ)
.

For the third summand of (3.5), we use the same technique that we used for the proof of
Proposition 3.1 in (3.4) to get ∑

n>4Dθ

|kn(x,x)− 1| ≤ C2D
θ ,

for some C2 > 0. Putting these bounds together, we get the desired inequality. □

4. Exit time estimates

Lemma 4.1. Let o ∈ V and {Xt}t≥0 be the random walk driven by a Markov kernel (Γ ,K,π) with
X0 = o. For all R > 0 and t ≥ 0,

Po

(
sup
0<s≤t

d(o,Xs) > R

)
≤ 2 sup

0<s≤t

 sup
x∈B(o,R+1)

Px(d(x,Xs) > R/2)

 (4.1)

Proof. Consider a random walk {Xn}n≥0 starting at o ∈ V , such that sup0<s≤t d(o,Xs) > R for
some R,t ≥ 0. Recall from (2.2) that the exit time of B ⊂ V is TB = inf{t : Xn < B}. Define the
events

E1 = {TB(o,R) ≤ t} = {∃s ≤ t : d(o,Xs) > R} =
{

sup
0≤s≤t

d(o,Xs) > R

}
E2 = {d(o,Xt) ≤ R/2}.

We will prove the desired inequality (4.1) via

Po(E1) ≤ Po(E1 ∩E2) +Po(Ec
2). (4.2)
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Figure 1. In the event E1 ∩E2, the walk exits the ball B(o,R) for the first time
at say point x. Then if the walk returns to the ball B(o,R/2) at time t, it must
have also exited the ball B(x,R/2) by then.

The first summand can be written as

Po (E1 ∩E2) =
t∑

k=0

Po

(
TB(o,R) = k

)
Po

(
E1 ∩E2|TB(o,R) = k

)
. (4.3)

For a fixed k ∈ [0, t], consider the event E1 ∩E1 given TB(o,R) = k. This means that the walk
starts at o, reaches distance R+ 1 from o at time k, and returns to the ball of B(o,R/2) by time
t, see Figure 1. By the triangle inequality, we have

R+ 1 = d(o,Xt) ≤ d(o,Xk) + d(Xk ,Xt) ≤
R
2

+ d(Xt ,Xk).

Thus, we have d(Xt ,Xk) > R/2, and

Po

(
E1 ∩E2|TB(o,R) = k

)
≤ sup

x∈B(o,R+1)
Po

(
d(Xt ,x) >

R
2

∣∣∣∣∣ TB(o,R) = k,Xk = x
)
.

By the strong Markov property, for any x ∈ B(o,R+ 1), we have

Po

(
d(Xt ,x) >

R
2

∣∣∣∣∣ TB(o,R) = k,Xk = x
)

= P
(
d(Xt−k ,x) >

R
2

∣∣∣∣∣ X0 = x
)

≤ sup
0≤s≤t

Px

(
d(Xs,x) >

R
2

)
.

Combined with (4.3), the above implies

Po (E1 ∩E2) ≤ sup
0≤s≤t

 sup
x∈B(o,R+1)

Px

(
d(Xs,x) >

R
2

) . (4.4)
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It is also clear that

Po(Ec
2) = Po (d(o,Xt) > R/2) ≤ sup

0≤s≤t

 sup
x∈B(o,R+1)

Px

(
d(Xs,x) >

R
2

) .
This, with (4.2) and (4.4), gives our desired result. □

Lemma 4.2. Suppose that the Markov kernel (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for
some θ ≥ 2. Let x ∈ V and {Xn}n≥0 be the canonical random walk driven by K with X0 = x. Then,
there exists a constant C > 0, independent of x such that

Px(d(x,Xs) > R) ≤ C exp
(
−(Rθ/s)

1
θ−1

)
, (4.5)

for all R,s ≥ 0.

Proof. Note that if Rθ ≤ s, the right hand side of (4.5) is greater than one by choosing C ≥ 1, so
the inequality is trivially satisfied. Thus, we solely consider the case when Rθ ≥ s. First, the
probability in (4.5) can be written in terms of the kernel and the normalize kernel as:

Px(d(x,Xs) > R) =
∑

y∈V :d(x,y)>R

Ks(x,y) =
∑

y∈V :d(x,y)>R

ks(x,y)π(y).

By Theorem 2.9, we have that there exists C1,C2 > 0 such that

Px(d(x,Xs) > R) ≤ C1

∑
y∈V :d(x,y)>R

π(y)

V
(
x,s1/θ

) exp

−C2

(
d(x,y)θ

s

)1/(θ−1)
 . (4.6)

Now, we break up the sum on the right hand side into partitions of vertices y such that
2kR < d(x,y) ≤ 2k+1R:

Px(d(x,Xs) > R) ≤ C1

∞∑
k=0

V (x,2k+1R)

V
(
x,s1/θ

) exp

−C2

(
(2kR)θ

s

)1/(θ−1)


≤ C3

∞∑
k=0

(
2kR

s1/θ

)C4

exp

−C2

(
2kR

s1/θ

) θ
θ−1

 ,
where the last inequality is by (VD). Since θ

θ−1 > 1, there exists a constant C5 > 0 such that for
all x ≥ 1,

xC4 exp
(
−C2x

θ
θ−1

)
≤ C5 exp

−C2x
θ

θ−1

2

 .
Recall that Rθ > s, so we can apply the above statement to simplify (4.6) further:

Px(d(x,Xs) > R) ≤ C6

∞∑
k=0

exp

−C7

(
2kR

s1/θ

) θ
θ−1

 ≤ C6 exp

−C7

(
Rθ

s

) 1
θ−1


1 +

∞∑
k=1

exp
(
−C72k

)
≤ C8 exp

−C7

(
Rθ

s

) 1
θ−1

 .
□



EXPECTED HITTING TIME ESTIMATES ON FINITE GRAPHS 13

5. Expected hitting time estimates

We first use the exit time estimates established in the previous section to show that the
expected hitting time is at least of order Dθ.

Lemma 5.1. Suppose that the Markov kernel (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for
some θ ≥ 2. Let x,y ∈ V such that d(x,y) ≥ c0D for some c0 > 0. Then, there exists C > 0 such that

H(x,y) ≥ CDθ .

Proof. Let r = d(x,y) ≥ c0D. If the random walk starting at x hits y, it must exit the ball of
radius r/2. Applying Markov’s inequality, we have that

Ex[τy] > Ex[TB(x,r/2)] > tPx[TB(x,r/2) > t], (5.1)

for all t > 0.
In addition, by Lemma 4.2, there exists a constant C > 0, such that

Px(d(x,Xs) > r/4) ≤ C exp
(
−(rθ/s)

1
θ−1

)
,

for all x ∈ V and s ≥ 0. We can choose a constant C0 > 0 such that for all x ∈ V and 0 ≤ s ≤ C0r
θ,

it is true that
Px(d(x,Xs) > r/4) < 1/4. (5.2)

Applying Lemma 4.1 with t = C0r
θ, we get

Px(T(B(x,r/2) ≤ t) = Px

(
sup
0<s≤t

d(x,Xt) > r/2
)
≤ 2 sup

0<s≤t

 sup
z∈B(x, r2 +1)

Pz(d(z,Xs) > r/4)


≤ 2 sup

0<s≤t

(
C exp

(
−(rθ/s)

1
θ−1

))
≤ 1

2
(by (5.2)).

Combined with (5.1), there exists C1 > 0 such that

Ex[τy] ≥ C0r
θ

2
≥ C1D

θ .

□

Theorem 5.2. Suppose that the Markov kernel (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)),
for some θ ≥ 2. Let x,y ∈ V such that d(x,y) ≥ c0D for some c0 > 0. Then, there exists constants
C1,C2 > 0 such that ∑

0≤n≤2Dθ

C1

V (y,n1/θ)
≤H(x,y) ≤

∑
0≤n≤2Dθ

C2

V (y,n1/θ)
.

The upper bound is valid, in fact, for all x,y ∈ V .

Proof. Without loss of generality, we can assume that K is lazy. For the upper bound, Proposi-
tion 3.1 and the fact that G(·, ·) is symmetric (by reversibility) give

H(x,y) ≤ |G(y,y)|+ |G(y,x)| ≤
∑

0≤n≤2Dθ

C1

V (y,n1/θ)
+

∑
d(x,y)θ≤n≤2Dθ

C1

V (y,n1/θ)
≤

∑
0≤n≤2Dθ

2C1

V (y,n1/θ)
.

This gives the desired upper bound.
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(a) r ≤ b (b) r > b

Figure 2. The shape of B(o, r) changes at r = b.

For the lower bound, by Corollary 3.2, Proposition 3.3, and Lemma 5.1, we have

H(x,y) ≥max

 ∑
0≤n≤2Dθ

C4

V (y,n1/θ)
−C5D

θ ,C6D
θ

 ≥ ∑
0≤n≤2Dθ

C7

V (y,n1/θ)
,

for some C7 > 0. □

6. Applications and Examples

In this section, we describe some interesting applications of our main result, Theorem 5.2,
to compute H(x,y) for various graphs. For brevity, we will write f (x) ≍ g(x) for non-negative
functions f ,g, if there exists c > 0 such that f (x) ≤ cg(x) and f (x) ≥ c−1g(x) for all x.

6.1. Expected hitting times and resistances. The connection between random walks and
electric networks is well known, see [DS84]. Given a random walk driven by a Markov kernel
(Γ ,K,π), we can define an electric resistance network on Γ with conductance

c(x,y) = K(x,y)π(x).

Then when (Γ ,K,π) and x,y ∈ V satisfy the hypothesis of Theorem 5.2, the effective resistance
between x and y is

R(x↔ y) ≍H(x,y) +H(y,x) ≍max

 ∑
0≤n≤2Dθ

1
V (y,n1/θ)

,
∑

0≤n≤2Dθ

1
V (x,n1/θ)

 .
6.2. Rectangular tori. There is extensive literature on computing H(x,y) for various graphs.
One important early result is the following theorem by Cox:

Proposition 6.1. [Cox89, Theorem 4] Consider the simple random walk on the torus Zd
n. There

exist constants 0 < cd ≤ Cd <∞ such that if x and y are at distance order n, the diameter of the
torus, then

cdn
d ≤H(x,y) ≤ Cdn

d if d ≥ 3

c2n
2 log(n) ≤H(x,y) ≤ C2n

2 log(n) if d = 2

c1n
2 ≤H(x,y) ≤ C1n

2 if d = 1. (6.1)
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Early proofs of this result involve careful estimation of the spectrum of the kernel and tran-
sition probabilities. Later, [LP17, Proposition 10.21] provides a proof using the relationship
of H(x,y)and R(x↔ y). Then the resistance is estimated from test functions constructed from
Pólya urns. The complexity of these proofs increases greatly even when we consider tori with
different side lengths.

Consider a rectangular 2-dimensional torus, Γ =Za ×Zb, where a ≥ b. It is known that that
assumptions of Theorem 5.2 is satisfied with θ = 2. Let x,y ∈ Γ be such that d(x,y) ≍ a, i.e. of
the order of the diameter of Γ . Note that around r = b, the volume growth of balls change
from quadratic to linear growth, see Figure 2, and we have

#B(x,r) ≍
r2 if r ≤ b

b2 + b(r − b) if b < r ≤ a.

Applying these estimates to Theorem 5.2 with θ = 2 , we get

H(x,y) ≍ ab
(
log(b) +

1
b

(a− b)
)
≍max(ab logb,a2). (6.2)

When a = b = n, the above formula agrees with the known estimates (6.1) for the 2-torus,
H(x,y) ≍ n2 logn. Similarly, when a = n and b = 1, we have H(x,y) ≍ n2, which matches the
d = 1 case. In general, we have the following result:

Proposition 6.2. Fix the integer N (the dimension). Consider the simple random walk on the
rectangular torus

Γ =Za1
×Za2

× · · · ×ZaN ,

where 1 ≤ a1 ≤ a2 ≤ · · · ≤ aN . Then for x,y ∈ V such that d(x,y) ≍D,

H(x,y) ≍N max

 N∏
i=1

ai , aNaN−1 log
(
aN−1

aN−2

)
, a2

N

 . (6.3)

If N < 3, one simply uses N = 3 and set appropriate ai ’s to 1. Note that with N = 3 and a1 = 1, the
above expression reduces to (6.2).

Proof. In order to apply Theorem 5.2, we first compute the sizes of balls in Γ . For convenience,
we set a0 = 1 and introduce the notation

A[j1;j2] :=
j2∏

j=j1

aj .

Moreover, since the torus is vertex transient, we can set B(r) = B(x,r) and V (r) = B(x,r) for
any x ∈ V . Note that as r grows past ai , the contribution to the volume in the ith coordinate is
fixed at ai . Thus, for any x ∈ V and 0 ≤ i ≤N − 1, we have

A[0;i]

( r
2

)N−i
≤ #B(r) ≤ A[0;i](2r)

N−i , for ai < r ≤ ai+1. (6.4)

In particular, when 0 ≤ r ≤ aN−2, we know that #B(r) ≥ 2−N r3. This implies that

A[0;N ] ≤
a2
N−2∑
n=0

1
V (
√
n)
≤ A[0;N ]2

N

1 +
∞∑
n=1

n−3/2

 . (6.5)
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Now we establish two useful facts. First, suppose that for a particular i, we have ai+1 ≤ 2ai , i.e.
ai+1/2 ≤ ai ≤ ai+1. In this case, (6.4) become

A[0;i+1]

(1
4

)( r
2

)N−(i+1)
≤ #B(r) ≤ A[0;i+1]2(2r)N−(i+1), for ai < r ≤ ai+1. (6.6)

In other words, if ai and ai+1 are of comparable size, the estimate that works for i + 1 also
works for i.

Secondly, suppose for i < N , we have that aN ≤ cai for some constant c > 0. Then we have∑
a2
i <n≤a

2
N

1
V (
√
n)
≤ C1(a2

N − a
2
i )

A[0;N ]

A[0;N−i]a
i
i

≤ C2a
2
N ≤ C2A[0;N ]. (6.7)

Now, we estimate H(x,y) ≍
∑a2

N
n=0

1
V (
√
n)

depending on the relationship between aN−2 ≤
aN−1 ≤ aN :
Case 1 ((aN ≤ 2aN−1)&(aN−1 ≤ 2aN−2)) : In this case, we know that all three of the largest

sides are comparable in size. By (6.7), we have∑
a2
N−2<n≤a

2
N

1
V (
√
n)
≤ C3A[0;N ].

Combined with (6.5), we have H(x,y) ≍ A[0,N ], which is comparable to the left hand
side of (6.3) in this case.

Case 2 ((aN ≤ 2aN−1)&(aN−1 ≥ 2aN−2)) : First, by (6.7), we have∑
a2
N−1<n≤a

2
N

1
V (
√
n)
≤ C4A[0;N ].

Then, ∑
a2
N−2<n≤a

2
N−1

1
V (
√
n)
≍ aNaN−1

∑
a2
N−2<n≤a

2
N−1

1
n
≍ aNaN−1 log

(
aN−1

aN−2

)
.

Combined with (6.5), we have H(x,y) ≍ A[0,N ] + aNaN−1 log
(
aN−1
aN−2

)
, giving the desired

estimate.
Case 3 ((aN ≥ 2aN−1)&(aN−1 ≤ 2aN−2)) : By (6.6), we have∑

a2
N−2<n≤a

2
N

1
V (
√
n)
≍ aN

∑
a2
N−2<n≤a

2
N

1
√
n
≍ aN (aN − aN−2) ≍ a2

N ,

where the last asymptotic is by 2aN−2 ≤ aN . Combined with (6.5), we have H(x,y) ≍
A[0,N ] + a2

N ).
Case 4 ((aN ≥ 2aN−1)&(aN−1 ≥ 2aN−2)) : Similar to the computation in the previous cases, we

have ∑
a2
N−2<n≤a

2
N−1

1
V (
√
n)

+
∑

a2
N−1<n≤a

2
N

1
V (
√
n)
≍ aNaN−1 log

(
aN−1

aN−2

)
+ a2

N .

Combined with (6.5), we have the desired estimate.
□
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6.3. Spaces with Ahlfors regularity.

Definition 6.3. A finite graph Γ = (V ,E) equipped with a probability measure π satisfies the
Ahlfors regularity condition if there exists α > 0 such that |V |V (x,r) ≍ rα for all x ∈ V and all
1 ≤ r ≤D, where D is the diameter of Γ .

For such a space, |V | ≍Dα and π(x) ≍D−α. Furthermore,

2Dθ∑
n=0

1
V (x,n1/θ)

≍Dα
2Dθ∑
n=1

n−
α
θ ≍


Dα if α > θ,

Dθ logD if α = θ,

Dθ if 0 ≤ α < θ.

(6.8)

Assume that (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for some θ ≥ 2, and is Ahlfors
regular. Then, for any two points a,b in V with d(a,b) ≍D, we have

H(a,b) ≍


Dα if α > θ,

Dθ logD if α = θ,

Dθ if 0 ≤ α < θ.

6.4. Doubling spaces with θ-fast volume growth. A finite graph (Γ ,π) has θ-fast volume
growth if there exists ϵ such that the volume function of (Γ ,K,π) satisfies

V (x,r)
π(x)

≥ c0r
θ+ϵ, 1/2 ≤ r ≤D.

In such a case,
2Dθ∑
n=0

1
V (x,n1/θ)

=
1

π(x)

2Dθ∑
n=0

π(x)
V (x,n1/θ)

≍ 1
π(x)

.

Assume that (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for some θ ≥ 2 and has θ-fast
volume growth, for any two points a,b in V with d(a,b) ≍D, we have

H(a,b) ≍ 1
π(b)

.

Under these hypotheses, one can in fact estimate H(a,b) for all a,b ∈ V , not just those pairs
with d(a,b) ≍D. Indeed, we have G(b,b) ≍ 1/π(b) and, by Proposition 3.1,

|G(a,b)| ≤ C
∑

d(a,b)θ≤n≤2Dθ

1
V (b,n1/θ)

≤ C′
d(a,b)θ

V (x,d(a,b))
≤ C′′

1
π(b)

1
d(a,b)ϵ

.

Hence,

H(a,b) = G(b,b)−G(a,b) ≥ 1
π(b)

(
c − C′′

d(a,b)ϵ

)
.

This suffices to prove the following result.

Proposition 6.4. Assume (Γ ,K,π) satisfies (E), (VD), (PI(θ)), and (CS(θ)), for some θ ≥ 2, and has
θ-fast volume growth. Then, for a,b ∈ V ,

H(a,b) ≍ 1
π(b)

.
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Figure 3. The trace graph with α = 1/2 and N = 9 shown in orange is a finite
subgraph Z2.

A rectangular torus Γ =Za1
×Za2

× · · · ×ZaN with a1 ≤ · · · ≤ aN has 2-fast volume growth if
and only if N ≥ 3 and aN ≈ aN−1 ≈ aN−2. For another example, consider the Cayley graph of
the finite Heisenberg of all 3× 3 upper-triangular matrices with entries in Z/NZ and entries
equal to 1 on the diagonal with generators1 ±1 0

0 1 0
0 0 1

,
1 0 0
0 1 ±1
0 0 1


equipped with its natural simple random walk. This example satisfies (E), (VD), (PI(2)), and
(CS(2)), has 2-fast volume growth and π(x) ≡ 1/N3. It is not Ahlfors regular. See [DSC94,
Lemma 4.1] and note that θ-fast volume growth is different from the notion of moderate
growth introduced in that paper.

6.5. Traces onZ2 andZ3. Let α ∈ (0,1] and N ≥ 5. Consider the subgraph of Z2 that is traced
by the area bounded by the curves y = ±xα and x = N . More specifically, define

V =
{
(x,y) ∈Z2 : 0 ≤ x ≤N & y ≤ xα & y ≥ −xα

}
,

and Γ be the induced subgraph of Z2 by this vertex set. See Figure 3 for an example of such a
graph.

This graph satisfies (VD) by inspection (see below). Moreover, it is known that subgraphs
of Z2 traced by convex sets satisfy (PI(2)), see [DS96, Section 6]. Let o = (0,0) and p = (N,0),
which are roughly diameter of the graph apart. Then we have

#B(o, r) ≍ r1+α and #B(o,n1/2) ≍ n
1+α

2 .

By Theorem 5.2, we have

H(p,o) ≍N1+α
N 2∑
n=1

n−
1+α

2 ≍
N2 logN if α = 1
N2 if α ∈ (0,1).

For the walk started at o, the volume growth and expected hitting time are

#B(p,r) ≍
r2 if r ∈ (0,Nα)
rNα if r ∈ (Nα ,N ).

and H(o,p) ≍
N2 logN if α = 1
N2 if α ∈ (0,1).
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Now, in R
3, consider the solid body around the positive semi-axis enclosed by the surface of

revolution obtained by rotating y = xα(log(1 + x))β about the x-axis when α ∈ (0,1) and β ∈R.
Let V be the trace of this domain in Z3, and Γ = (V ,E) be the induced subgraph in Z3. Set
o = (0,0,0) and p = (N,0,0). Again, one can check that (VD) and (PI(2)) are satisfied for any of
these graphs. Volume from o is

#B(o, r) ≍ r1+2α(log(1 + r))2β .

Using Theorem 5.2, we get (assuming N ≥ 2)

H(p,o) =

N2 if α ∈ (0,1/2)
N1+2α(logN )2β if α > 1/2.

In the omitted border case when α = 1/2, the parameter β plays a role and

N∑
n=0

1
V (o,

√
n)
≍N2(logN )2β

N∑
n=1

1
n(log(1 +n))2β ≍


N2(logN )2β if β ∈ (1/2,+∞)
N2(logN )(loglogN ) if β = 1/2
N2 logN if β ∈ (−∞,1/2).

6.6. Birth-death chains. Birth-death chains are a classical example of Markov chains repre-
senting the evolution of population over time. The state space is {0,1, . . . ,N } and transition
probabilities can be specified by the information {(pk , rk ,qk)}Nk=0, with q0 = pN = 0. Then the
kernel driving the chain is

K(i, j) =


pi j = i + 1
qi j = i − 1
ri j = i

0 otherwise.

The reversible measure for this chain is proportional to
∏N−1

0 (pi/qi+1). Conversely, given
a positive weight function on the state space, wk, k ∈ {0, . . . ,N }, we can choose appropriate
pk , rk and qk so that the Markov chain is reversible with reversible measure proportional to
wk, π(k) = wk∑N

i=0 wk
. For instance π(i)pi = π(i + 1)qi+1 = 1

2 min{π(i),π(i + 1)} work (this is the

Metropolis chain for π with symmetric simple random walk proposal). See, e.g., [Sal99].
Consider the chain with weight function wk = (1 + k)α for some α > 0. It is clear that this

chain satisfies (VD), and from [Sal99], this chain also satisfies (PI(2)). Using Theorem 5.2, we
compute

V (0, r) ≍
( r
N

)1+α
and H(N,0) ≍N1+α

N 2∑
n=1

n−
α+1

2 ≍


Nα+1 if α > 1,
N2 logN if α = 1,
N2 if 0 ≤ α < 1.

However,

V (N,r) ≍ rNα

N1+α =
r
N

and H(0,N ) ≍N
N 2∑
n=1

n−1/2 ≍N2.

Note that in this case, H(0,N ) and H(N,0) have different orders of magnitude when α ≥ 1. It
is harder to go from N to 0 than it is to go from 0 to N (the chain has a small tendency to push
the walker towards N ).
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(a) k = 1 (b) k = 2 (c) k = 3 (d) k = 4

Figure 4. The Sierpinski triangle STk for various k.

(a) k = 1 (b) k = 2 (c) k = 3 (d) k = 4

Figure 5. The Vicsek fractal Vick for various k.

6.7. Fractal graphs. In the work of [BCK05], the authors show that a large class of fractal
graphs satisfies the desired criteria for Theorem 5.2, with θ being the walk dimension of the
fractal. Here we will show how to use our main theorem to compute expected hitting times
on two fractal graphs. These examples are example of Ahlfors-regular graphs.

Let STk be the kth iteration of the Sierpinski triangle. ST1 is the complete graph with three
vertices, a triangle graph. At the kth iteration, we use three copies of STk−1 and glue them
at the corners, see Figure 4. STk has size |V | = 3k, diameter D ≍ 2k, and walk dimension
θ = log5/ log2. Let o and p be two corners of STk . It is known that

#B(o, r) ≍min(rα ,3k),

where α = log3/ log2. Applying Theorem 5.2, we get

H(o,p) ≍ 3k
2kθ∑
n=1

n−
log3
log5 ≍ 3k

(
5k

)1− log3
log5 ≍ 5k = Dθ , θ =

log5
log2

.

Let Vick be the kth iteration of the Vicsek fractal graph. Vic0 is a tree with one root vertex
with four children. From Vick−1, the next iteration Vick has Vick−1 joined at the corners with
four more copies of Vick−1, see Figure 5. Vick has size |V | = 5k, diameter D ≍ 3k, and walk
dimension θ = 1 +α = 1 + log5/ log3. Let o and p be two corners of Vick . We know that Vick
has volume growth

#B(o, r) ≍min(rα ,5k),

where α = log5/ log3. Our main theorem gives

H(o,p) ≍ 5k
3kθ∑
n=1

n−
log5

log3+log5 ≍ 5k
(
(3 · 5)k

) log3
log3+log5 ≍ 15k = Dθ , θ = 1 +

log5
log3

.
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The Vicsek example has a wide ranging extension to finite graphs that are Ahlfors-regular
trees as such graphs are Harnack graphs (see [BCK05]). Experts on analysis on fractals know
that there are θ-Harnack fractal graphs with volume growth illustrating all the three cases in
(6.8) but such examples are not easily available yet in the literature. There is no doubt that
examples of θ-Harnack graphs with more general doubling volume behavior exists as well.
One major difficulty in obtaining such examples is verifying condition (CS(θ)).

6.8. Relaxation times for random walks on lamplighter groups. Given a finite graph Γ =
(V ,E), the lamplighter graph Γ ⋄ = Z2 ≀G has the vertex set V Γ ⋄ = {0,1}V ×V . Given (f ,v) ∈ V Γ ⋄ ,
f represents the lamp configuration and v the position of the lamplighter. For a random walk
on Γ driven by a Markov kernel K , we can define random walk on Γ ⋄ was follows

K⋄((f ,v), (h,w)) =


K(v,w)/4 if (v , w) & (f and h agree off of {v,w})
K(v,v)/2 if (v = w) & (f and h agree off of v)
0 otherwise.

For an introduction to this topic, see [LP17, Chapter 19]. There are many interesting connec-
tions between the behavior of the random walk on G⋄ and the one on the underlining graph
G, one of which is the following:

Theorem 6.5. [PR04, Theorem 1.2] Let Γ be a finite vertex-transitive graph. Then the simple
random walk on Γ ⋄ satisfies

trel(Γ
⋄) ≍ max

x,y∈V
HΓ (x,y),

where HΓ (x,y) is the expected hitting time from x to y for the simple random walk on G.

Theorem 5.2 also then gives an estimate for the relaxation time for random walks on
lamplighter groups.

Corollary 6.6. Suppose that the simple random walk on a vertex-transitive graph Γ satisfies
(E), (VD), (PI(θ)), and (CS(θ)), for some θ ≥ 2. Then, the associated random walk on G⋄ satisfies

trel(Γ
⋄) ≍max

x∈V

∑
0≤n≤2Dθ

Γ

1
VΓ (x,n1/θ)

,

where DΓ is the diameter of Γ , and VΓ is normalized volume of balls in Γ .

Proof. Let (Γ ,K,π) be the Markov kernel associated with the lazy simple random walk on Γ ,
and G be the Green function for the base graph, Γ . Note that the upper bound of Theorem 5.2
can be applied for all x,y ∈ Γ , which gives the upper bound directly. For the lower bound, we
can restrict to x,y far apart and apply Theorem 5.2 to get

trel(Γ
⋄) ≥ max

x,y:d(x,y)=DΓ

HΓ (x,y) ≳max
x∈V

∑
0≤n≤2Dθ

Γ

1
VΓ (x,n1/θ)

.

□

In addition, given Proposition 6.2, we have the following result for lamplighter groups on
rectangular tori:
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Corollary 6.7. Define the graph

Γ =Za1
×Za2

× · · · ×ZaN ,

where 1 ≤ a1 ≤ a2 ≤ · · · ≤ aN . Consider corresponding random walk on Γ ⋄, we have

trel(Γ
⋄) ≍N max

 N∏
i=1

ai , aNaN−1 log
(
aN−1

aN−2

)
, a2

N

 .
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Appendix A. Lemmas

Lemma A.1. Let C2 > 0, θ ≥ 2 and the Markov chain (Γ ,K,π) satisfies (VD). There exists a C0 > 0
such that for all x,y ∈ V and t ∈ [d(x,y),d(x,y)θ],

1

V
(
x, t1/θ

) exp

−C2

(
d(x,y)θ

t

)1/(θ−1)
 ≤ C0

V (x,d(x,y))

Proof. Let A ≥ 1 be the doubling constant of Γ . Since (Γ ,K,π) satisfies (VD), for 0 ≤m ≤ n ≤∞,
we know that

V (x,n)
V (x,m)

≤ A
( n
m

) logA
log2

. (A.1)

See [DSC94, Lemma 5.1] for a proof. Then for all d(x,y) ≤ t ≤ d(x,y)θ,

V
(
x, t1/θ

)
V (x,d(x,y))

≥ 1
A

(
t1/θ

d(x,y)

) logA
log2

. (A.2)

Let z = d(x,y)/t1/θ. Then, choose C0 > 0 large enough so that

logA
log2

logz ≤ logC0 − logA+C2z
θ

θ−1 .

for all z ≥ 1. We know that this is possible because the derivative of the left hand side is
positive decreasing, while that of the right hand side is positive increasing. After rearranging
and taking exponential on both sides, we get

1
A

(
t1/θ

d(x,y)

) logA
log2

≥ C0 exp

−C2

(
d(x,y)θ

t

) 1
θ−1

 .
Combined with (A.2), this gives us the desired result. □

Lemma A.2. Let (Γ ,K,π) be a Markov chain satisfying (VD), x ∈ V and c0 ∈ (0,1). Then there
exists a constant C > 0, that depends on c0, such that

V (x,c0D) > C.

Proof. Let A > 0 be the doubling constant of Γ . Then, we use the same formula as in the
previous lemma, (A.1) with m = c0D and n = D:

1
V (x,c0D)

≤ A

(
1
c0

) logA
log2

.

□
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